1 An Overview MPEG-1 Audio Layer III 

In this section we provide a high level description of the functions needed to convert an audio sample into a MPEG-1 Audio Layer III stream, and how to convert this stream back into audio and play it. First a short introduction is given to establish the role of this standard and the concept on which the standard is based. Next some features of MPEG/ Audio are considered, followed by a description of the audio encoder and decoder, and finally the method for playing the compressed sound is explained.

1.1 Introduction

The Moving Pictures Experts Group (MPEG) Audio Layer-3 [ISO/ IEC 11172-3:1993] (MPEG-1 Layer-3 or MP3) “has generated phenomenal interest among Internet users, or at least among those who want to download highly-compressed digital audio files at near-CD quality.”2 CD quality is defined as stereophonic 16-bit digital (Pulse Coded Modulation) sound sampled at 44.1 kHz
.

Since its inception, MP3 has emerged as the main tool for Internet audio delivery because of a number of reasons. The first reason is that MPEG is an open (i.e. non-proprietary) standard. “While there are a number of patents covering MPEG Audio encoding and decoding, all patent-holders have declared that they will license the patents on fair and reasonable terms to everybody.”2 Details about licensing can be found at http://www.mp3licensing.com/. To ensure interoperability, the standard makers made example implementations of the standard public to help implementers understand the potentially ambiguous natural language text of the specification.

The proliferation of MP3 is also as a result of the improved computer technology at lower costs. Once computer performance increased to the point where the audio decoders and even encoders could execute in real-time, sound cards became a standard peripheral sold with almost every computer, the speed of Internet access increased, and CD-ROM and CD-Audio writers increased in availability, there seemed to nothing holding the standard back from widespread acceptance. “In short, MPEG Layer-3 had the luck to be the right technology available at the right time.”3
“The MPEG/audio compression algorithm is the first international standard for digital compression of high-fidelity audio. Other audio compression algorithms address speech only applications [for example Code Excited Linear Prediction (CELP)] or provide only medium-fidelity audio compression performance [for example Adaptive Differential Pulse Code Modulation (ADPCM)].”
 

MPEG/audio achieves its great feats of compression while maintaining high sound quality by using a model of how the human mind perceives sound (psychoacoustics). “The MPEG/audio algorithm compresses the audio data in large part by removing the acoustically irrelevant parts of the audio signal. That is, it takes advantage of the human auditory system's inability to hear quantisation noise under conditions of auditory masking. This masking is a perceptual property of the human auditory system that occurs whenever the presence of a strong audio signal makes a temporal or spectral neighbourhood of weaker audio signals imperceptible.... MPEG/audio works by dividing the audio signal into frequency sub-bands that approximate critical bands, then quantising each sub-band according to the audibility of quantisation noise within that band. For the most efficient compression, each band should be quantised with no more levels than necessary to make the quantisation noise inaudible.”2
MPEG “audio consists of three operating modes called “Layers”, with increasing complexity and performance, named Layer-1, Layer-2 and Layer-3. Layer-3, with the highest complexity, was designed to provide the highest sound quality at low bit-rates (around 128 kbit/s for a typical stereo signal).”

1.2 MPEG Layer-3 Audio Features

The MPEG standard was designed to be flexible, taking into account typical applications of the standard, while leaving enough leeway for atypical applications. In this section we describe a number of the standard’s features. First it is important to state “there is no main file header in an MPEG audio [bit stream; includes file(s)]. [Instead the stream] is built up from a succession of smaller parts called frames. A frame is a data block with its own header and audio information.”
 Separating the audio bit stream into frames “makes features such as random access, audio fast forwarding, and audio reverse possible.”2 

The audio frame is the main data structure of MP3. An audio frame consists of one header, an optional CRC, side information, some audio data and optional ancillary data. The header can be further divided into frame sync (SYNC), MPEG Audio version ID, layer description, protection bit, bit rate index, sampling rate frequency index, padding bit, private bit, audio channel mode, mode extension, copyright bit, original bit (is the data original work or a copy of original media), and emphasis (should the decoder “re-equalize” the sound?).   Figure 1 below shows the frame header represented visually.
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Figure 1: The MP3 frame header represented visually
’

Another model of the structure of an audio frame is shown below in Figure 2.


Figure 2: Frame format for Layer 32
In this second model, the number of bits for each section is shown in parenthesis. The CRC and the ancillary data are optional. In particular the ancillary data section is user defined and might be used to transmit information about the song such as the artist or the title (usually as an ID3 tag). The side information is 136 bits in single channel mode and 256 bits in dual channel mode. The usage of the side information and the CRC are explained below as well as other features of Layer 3.

1.2.1 Bit Reservoir

MP3 processes the audio data in frames of 1152 sound samples. The use of a variable bit rate means that the coded data does not fit into a fixed length frame. “The encoder can [therefore] donate bits to a reservoir when it needs less than the average number of bits to code a frame. Later, when the encoder needs more than the average number of bits to code a frame, it can borrow bits from the reservoir.”2 The “borrowing” just means that the system notes that there is more space left over from a previous frame where a future frame may write data. These borrowed bits can only come from past frames. As a result of this borrowing, the start of a frame does not necessarily follow its header so “the Layer 3 bit-stream includes a 9-bit pointer, “main_data_begin”, with each frame’s side information that points to the location of the starting byte of the audio data for that frame.”2 The side information section contains other information necessary for decoding the main data. Figure 3 shows the use of the bit reservoir to obtain a near constant frame size despite the variable bit rate.
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Figure 3: Layer 3 bit-stream diagram2
“Although the main_data_begin limits the maximum variation of the audio data to 29 bytes (header and side information are not counted because for a given mode they are of fixed length and occur at regular intervals in the bit stream), the actual maximum allowed variation will often be much less. For practical considerations, the standard stipulates that this variation cannot exceed what would be possible for an encoder with a code buffer limited to 7,680 bits. Because compression to 320 kbits/sec with an audio sampling rate of 48 kHz requires an average number of code bits per frame of

1152 (samples/frame) * 320,000 (bits/sec) / 48,000 (samples/sec) = 7680 bits/frame

“absolutely no variation is allowed for this coding mode.”2
1.2.2 Audio Channel Modes

“The compressed bit-stream can support one or two audio channels in one of 4 possible modes:

1. A monophonic mode for a single audio channel,

2. A dual-monophonic mode for two independent audio channels (this is functionally identical to the stereo mode [and could be used to encoded different language versions of the audio]),

3. A stereo mode for stereo channels with a sharing of bits between the channels, but no joint-stereo coding, and

4. A joint-stereo mode that either takes advantage of the correlations between the stereo channels or the irrelevancy of the phase difference between channels, or both.”2 By taking these correlations into account, one can achieve more efficient combined coding of the left and right channels of a stereophonic audio signal.3
1.2.3 Sampling frequency

MP3 works at different sampling frequencies, which are dependent on the version of MP3 in use and determine quality of sound on playback, and affects the amount of data stored. “MPEG-1 defines audio compression at 32 kHz, 44.1 kHz and 48 kHz. MPEG-2 extends [MPEG-1 by adding half rates of the former sampling rates]… i.e. 16 kHz, 22.05 and 24 kHz.”3
1.2.4 Bit-rate

MPEG Audio Layer-3 supports both fixed and variable bit rates. There are standard rates in the range 8 kbps to 320 kbps as well as an option for “a “free” bit rate mode to support fixed bit rates other than the predefined”2 ones.  Allocating different bit rates for any two frames within the bit-stream will result in a variable bit rate (VBR), while a constant bit rate (CBR), is specified by having the same bit rate for each frame in the stream. “Layer-3 decoders must support switching of bit rates from audio frame to audio frame.”3
The difference between CBR and VBR are a little subtler than just having different bit rates for frames in the stream. CBR gives the system greater control over the size of each frame, sometimes to the detriment of sound quality. The encoder attempts to keep each frame a fixed size. “If an encoder does not find a way to encode a block of music data with the required fidelity within the limits of the available bit-rate, it “runs out of bits”. This may lead to the deletion of some frequency lines, typically affecting the high-frequency content.”3 

VBR encoding is a method that ensures high audio quality by allocating an appropriate (minimum) number of bits per second, depending on the complexity of the audio. A silence would be allocated a lower bit-rate while a complex portion of the sound would be allocated a higher rate with less compression and higher sound fidelity. As a result, the average bit-rate of the VBR stream may be lower than that of the constant bit rate. When using VBR, one must specify a quality factor that somehow relates (implementation dependent) to the range of bit-rates used during encoding.

As a rule of thumb, many writers suggest one that should use VBR encoding when consistent audio quality is the top priority and CBR if there is there are storage limitations and VBR produces too large a file. If one requires predictable behaviour (e.g. in a real-time environment), or there is limited bandwidth on the medium through which the data is to stream, then CBR should be chosen.
1.2.5 Cyclic Redundancy Check (CRC) 
Audio frames may have an optional 16-bit CRC checksum. If used, the checksum comes after the frame header but before the audio data. Calculating the CRC for the received audio data and comparing it with the received CRC may identify errors in the received bit stream. If a frame is corrupted, the normal procedure is either to repeat the previous frame or mute the corrupted frame [ISO/ IEC 11172-3, 1993]. Only bits 16 to 31 in the header and the side information need to be used to generate the CRC word. This is because if there is an error in any of these values the whole frame could be misinterpreted, whereas an error in the audio data might only manifest itself as an audible glitch. 

1.2.6 Others

The other parts of the frame header are informative. They provide extra information about the stream but are not very important to the decoding process (though they are needed, along with the others, to allow the decoder to identify the start of a frame). For more details on the structure of MP3 header frames, side information and CRC calculation, including the actual lookup tables necessary to derive certain details from the bit settings, go to http://www.mp3-tech.org/programmer/frame_header.html or http://www.iso.ch or see the Appendix.

1.3 MP3 Encoding Algorithm

“MPEG/audio is a generic audio compression standard. Unlike vocal-tract-model coders specially tuned for speech signals, the MPEG/audio coder gets its compression without making assumptions about the nature of the audio source.”2 Figure 4 shows the block diagram of a typical MP3 encoder.

[image: image3.png]Acrobat Reader - [mp3 over.pdf]

) Fle Edt Document View Window Help

MEIE
=181

1 e 5B OR[T«> ve s OO0 #OPEOE

hs Quantized
j samples
Digital Encoding of Encoded
bitstream

audio —
pe uat bitstream

signal

Perceptual
model

Bl Figure 1
Typical MPEG Layer-3 encoder

PEG Layer-3 belongs to the class of hybrid filterbanks. It is
srentlinds pf filterhanlc firct a nalunhace filtarhanl (ac nead





Figure 4: Typical MP3 Encoder 3
As the diagram shows, the input audio stream enters the system at two blocks simultaneously. One of these blocks is an analysis filter-bank. The other is called the perceptual model (or psycho-acoustic model).  The minimum equipment needed to do MP3 encoding is an Intel® Pentium® 133 MHz processor (without MMX support) and 32 MB of Random Access Memory (RAM)7. The sections below describe the basic function of each of the blocks.

1.3.1 Filter bank

MP3 uses a hybrid filter-bank built by cascading a poly-phase filter-bank and a Modified Discrete Cosine Transform (MDCT) filter-bank. The poly-phase filter-bank makes Layer-3 more similar to Layer-1 and Layer-2. Layer-3 needs to be like the other layers because the standard requires new layers to be able to decode data produced by previous layer versions. The hybrid filter-bank divides the input into a number of finer frequency sub-bands. This increases the potential for redundancy removal, leading to greater compression levels. “As a further positive result of the higher frequency resolution, the error signal can be better controlled, allowing finer tracking of the masking threshold.”3
1.3.2 Perceptual model

“The perceptual model mainly determines the quality of a given encoder implementation…. The perceptual model either uses a separate filter-bank … or combines the calculation of energy values (for the masking calculations) and the main filterbank. The output of the perceptual model consists of values for the masking threshold or the allowed noise for each coder partition. In Layer-3, these coder partitions are roughly equivalent to the critical bands of human hearing. If the quantisation noise can be kept below the masking threshold for each coder partition, then the compression result should be indistinguishable from the original signal.”3
1.3.3 Quantisation and Coding

This block uses the signal-to-mask ratios to decide how to distribute the total number of code bits available in such a way as to limit the number of possible amplitudes for each sub-band signal while minimising the audibility of the quantisation noise. “Quantisation is done via a power-law quantiser…. Larger values are automatically coded with less accuracy, and some noise shaping is already built into the quantisation process. The quantised values are coded by Huffman coding. To adapt the coding process to different local statistics of the music signals, the optimum Huffman table is selected from a number of choices.” 2 The Huffman tables (one for each sub-band) are another major data structure in MPEG-1 Audio Layer III. They allow the data to be compressed but without degrading the quality.

1.3.4 Bit-stream Encoding

The bit-stream encoder is the last block in the process. It “takes the representation of the quantised subband samples and formats this data and side information into a coded bitstream. Ancillary data not necessarily related to the audio stream can be inserted within the coded bitstream.”2 The header to the audio frame is attached here, as well as the CRC, if used.

On completion of all these stages it is not unusual to achieve the following compression ratios and sound qualities:

	sound quality
	bandwidth
	mode
	bitrate
	reduction ratio

	telephone sound
	2.5 kHz
	mono
	8 kbps *
	96:1

	better than short-wave
	4.5 kHz
	mono
	16 kbps
	48:1

	better than AM radio
	7.5 kHz
	mono
	32 kbps
	24:1

	similar to FM radio
	11 kHz
	stereo
	56...64 kbps
	26...24:1

	near-CD
	15 kHz
	stereo
	96 kbps
	16:1

	CD
	>15 kHz
	stereo
	112..128kbps
	14..12:1

	*Fraunhofer uses a non-ISO extension of MPEG Layer-3 for enhanced performance ("MPEG 2.5") 


Table 1: Typical performance data for MPEG Layer-31
An audio CD can store a maximum of 74 minutes of sound, requiring 650 MB of storage space. MP3 can, according to Fraunhofer, produce the same quality of sound at about one twelfth the space required for a CD, about 750 KB per minute of sound. 

1.3.5 Factors determining encoder quality

“To date, large-scale and well-controlled listening tests are still the only method available for comparing the performance of different coding algorithms and different encoders…. These tests aim to stress the encoders under worst-case conditions… and then evaluate the performance of the encoders under test”3.

As stated above, the quality of the perceptual model is a major determining factor for the perceived encoder quality. Implementing a very simple or no perceptual model can result in a fast encoder, but which performed poorly in some listening tests. There is obviously a trade-off between speed of encoding and sound quality.

“Especially at low bit-rates and low sampling frequencies, there is a mismatch between time resolution of the coder and the time structure of some signals. This effect is most noticeable on speech signals and when listening via headphones. As a single voice tends to sound like it has been recorded twice and then overlaid, this effect is sometimes called “double-speak”.”3 If sound quality is important then the encoder should support VBR and the audio input into the encoder should be sampled at a suitably high frequency.

1.4 MP3 Decoding Algorithm

A decoder is considered a valid MP3 decoder if the maximum deviation of the decoded signal is within a certain limit from a reference decoder which uses double precision arithmetic accuracy. “This allows us to build decoders running both on floating-point and fixed-point architectures. Depending on the skills of the implementers, fully-compliant high-accuracy Layer-3 decoders can be constructed with down to 20-bit arithmetic wordlength, without using double-precision calculations.”3 In general terms, “the decoder deciphers [the encoded] bitstream, restores the quantised subband values, and reconstructs the audio signal from the subband values.”2 Figure 5 shows the decoding process. The minimum equipment needed for these processes is a system with processing power equal to an Intel® Pentium® 75 MHz system with 16 MB of Random Access Memory (RAM)
.
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Figure 5: Basic functionality of MP3 Decoder3
1.4.1 Decoding of bit-stream

First the incoming bit stream undergoes synchronisation. Here the contents of the bit-stream are identified and passed to succeeding blocks of the decoder. The process is also called bit-stream unpacking in literature2. This is done by finding the header frame and removing pertinent information. If CRC checking is enabled the CRC is extracted and used for error detection. If an error is detected, the frame is discarded and the system searches for a new header. The input bit-stream is also decoded (and decompressed) here using a Huffman table, and expanded to its raw form before the loss-less compression. If included, the ancillary data is also extracted.

1.4.2 Inverse Quantisation

The decoded bit-stream is decompressed even further by multiplying each sub-band by the inverse of the value by which they were scaled during the quantisation phase of the encoder. On completion the frequency samples are reconstructed with some error related to the quantisation process.

1.4.3 Synthesis Filter-bank

The synthesis filter-bank performs the inverse operation of the analysis filter-bank, thereby converting the sound data from the frequency domain, to the time domain, using the Inverse Modified Discrete Cosine Transform (IMDCT) followed by the synthesis of the poly-phase filter-bank. The sum effect is the reconstruction of the audio signal. The output of this stage is a digital Pulse Code Modulation (PCM) signal.

1.5 Generating the Output Sound

Once the sound has been decoded it is ready for playback. During playback the digital sound must first be converted to an analogue form, then outputted via speakers. Two types of speakers are generally used to playback MP3 sound, namely passive and amplified speakers. Passive speakers are typically used in combination with an amplifier. They produce minimal volume without amplification. Amplified speakers have their own amplifier, usually integrated into one or more of the speakers. The MP3 standard requires a decoder to be able to support stereo sound. Stereo is defined as “designating sound transmission from two sources through two channels.”
 This means that during playback there should be at least two speakers, one for each encoded channel. Figure 6 shows the operations occurring during playback.



Figure 6: Playback of the audio stream

1.5.1 Digital to Analogue Conversion

This process may be undertaken by the computer’s sound card or by custom hardware. If custom hardware is used a digital to analogue converter (DAC) chip is utilised. A quick check for Audio DAC chips at a local electronics supplier (Farnell) revealed two dual audio DACs (DAC chips with support for two input and two output channels on a single chip). Both devices are manufactured by Analog Devices®, each having dual serial input, dual serial output, and a single +5 V Supply. Both operate at 8 x over-sampling frequency and are packaged as 16-pin plastic DIP or SOIC. 

“Digital to analogue over-sampling is a process whereby the player reads two samples, and additional values are “interpolated” between the two. In an 8x over-sampling playback system, 7 additional values are inserted between the actual single samples.”
 Over-sampling is used to remove artefacts.  Another benefit of over-sampling is the reduction of quantisation noise. The interpolation might use a special algorithm, such as Smith-Gossett
 algorithm used in some Digital Signal Processors, or be just simple linear interpolation.

A dual audio DAC is preferred, over two single audio DACs, as the cost of two single DACs is usually greater than the cost of a single dual audio DAC. Another reason for the choice was the fact that the dual DAC is a complete system on a chip. Systems on a single integrated circuit (IC) tend to consume less power than systems on multiple chips, as there are fewer line drivers. Systems on a chip also tend to be more reliable as there are fewer solder points that could crack during handling and general use.

The major difference between the two dual DACs, sold at Farnell, is the number of bits in a sample. The AD1866 is a 16-bit DAC while the AD1868 is an 18-bit DAC. As only 16-bit resolution is required to meet the minimum criteria for CD quality sound, the AD1866 was selected. “A versatile digital interface allows the AD1866 to be directly connected to all digital filter chips. Fast CMOS logic elements allow for an input clock rate of up to 16 MHz. This allows for operation at 2x, 4x, 8x, or 16x the sampling frequency [of 44.1 kHz] for each channel.”
 The maximum clock rate of the AD1866 is specified to be at least 13.5 MHz.

There are two points where the DAC might be connected to the FPGA board, the 50-pin Aux I/O header and one of the two PMC interfaces. The 50-pin unassigned I/O header is the more suitable as it is designed for custom interfaces unlike the PMC points which are really for data conforming to the PCI standard. Figure 7 shows how the DAC might be connected.
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Figure 7: Interfacing the AD1866 to the 50-pin AUX

The circuit is essentially the DAC channel outputs connected to RC low-pass (anti-alias) filters to filter out the frequencies above 20 kHz. LL, DL, CLK, DR, LR, DGND and all +5V and ground supplies are from the FPGA. The channel outputs could either be connected to a single 3-pole jack socket, separately to two 2-pole jack sockets, or to the speakers directly.

Table 2 describes each of the AD1866’s 16-pins.

	Pin#
	Pin Name
	Description

	1
	VL
	Digital Supply (+5V)

	2
	LL
	Left Channel Latch Enable Pin

	3
	DL
	Left Channel Data Input Pin

	4
	CLK
	Clock Input Pin

	5
	DR
	Right Channel Data Input Pin

	6
	LR
	Right Channel Latch Enable Pin

	7
	DGND
	Digital Common Pin

	8
	VBR
	Right Channel Bias Pin

	9
	VS
	Analogue Supply (+5 V)

	10
	VOR
	Right Channel Output Pin

	11
	NRR
	Right Channel Noise Reduction Pin

	12
	AGND
	Analogue Common Pin

	13
	NRL
	Left Channel Noise Reduction Pin

	14
	VOL
	Left Channel Output Pin

	15
	VS
	Analogue Supply (+5 V)

	16
	VBL
	Left Channel Bias Pin


Table 2: Pin Descriptions for AD186611
The frequency of the input clock is given by the equation

Frequency = sampling frequency * number of bits per sample * over-sampling rate

The sampling frequency is the value in the MP3 header.

1.5.2 Amplifier

The amplifier converts the analogue signal from the DAC to the chosen user sound “loudness” value, which must be between the positive and negative supply voltage rails of the speakers. Two 5-10 Watt (W) Root Mean Squared (RMS) passive speakers will produce a very discrete sound without amplification. Two 20-50 W RMS active speakers will produce a very loud sound. As stated previously the amplifier may be part of the speaker unit(s) or may be a stand-alone unit.

1.6 Conclusion and Summary

In this section an overview of the basic functionality of a MP3 encoder and a MP3 decoder was presented. The features that make Layer 3 achieve high levels of compression while maintaining high sound quality were also introduced. The two main data structures for successful encoding and decoding, namely the audio frame structure and the Huffman tables, were also identified. Frames allow skipping, fast-forwarding and reversing of the audio stream providing similar functions available to CD players. Finally the method to produce sound during playback was described. The ISO/ IEC 11172-3:1993 standard allows implementations to be either floating or fixed point with a minimum word length of 20-bits for the arithmetic operations. This latter point is important as the hardware implementation language, Handel-C does not provide support for floating point numbers, and a small word length will result in a design that uses less chip area than one with a longer word.

Appendix

Here is a presentation of the frame header content. Characters A to M are used to indicate different fields. In the table below, you can see details about the content of each field. 

AAAAAAAA AAABBCCD EEEEFFGH IIJJKLMM

	Sign
	Length
(bits)
	Position
(bits)
	Description

	A
	11
	(31-21)
	Frame sync (all bits must be set)

	B
	2
	(20,19)
	MPEG Audio version ID
00 - MPEG Version 2.5 (later extension of MPEG 2)
01 – reserved
10 - MPEG Version 2 (ISO/IEC 13818-3)
11 - MPEG Version 1 (ISO/IEC 11172-3) 

	C
	2
	(18,17)
	Layer description
00 - reserved
01 - Layer III
10 - Layer II
11 - Layer I

	D
	1
	(16)
	Protection bit
0 - Protected by CRC (16bit CRC follows header)
1 - Not protected

	E
	4
	(15,12)
	Bitrate index

bits
V1,L1
V1,L2
V1,L3
V2,L1
V2, L2 & L3
0000
free
free
free
free
free
0001
32
32
32
32
8
0010
64
48
40
48
16
0011
96
56
48
56
24
0100
128
64
56
64
32
0101
160
80
64
80
40
0110
192
96
80
96
48
0111
224
112
96
112
56
1000
256
128
112
128
64
1001
288
160
128
144
80
1010
320
192
160
160
96
1011
352
224
192
176
112
1100
384
256
224
192
128
1101
416
320
256
224
144
1110
448
384
320
256
160
1111
bad
bad
bad
bad
bad
NOTES: All values are in kbps
V1 - MPEG Version 1
V2 - MPEG Version 2 and Version 2.5
L1 - Layer I
L2 - Layer II
L3 - Layer III

"free" means free format. The free bit rate must remain constant, and must be lower than the maximum allowed bit rate. Decoders are not required to support decoding of free bit rate streams.


"bad" means that the value is un-allowed. 

MPEG files may feature variable bit rate (VBR). Each frame may then be created with a different bit rate. It may be used in all layers. Layer III decoders must support this method. Layer I & II decoders may support it. 

	F
	2
	(11,10)
	Sampling rate frequency index 

bits
MPEG1
MPEG2
MPEG2.5
00
44100 Hz
22050 Hz
11025 Hz
01
48000 Hz
24000 Hz
12000 Hz
10
32000 Hz
16000 Hz
8000 Hz
11
reserv.
reserv.
reserv.


	G
	1
	(9)
	Padding bit
0 - frame is not padded
1 - frame is padded with one extra slot

Padding is used to exactly fit the bitrate.As an example: 128kbps 44.1kHz layer II uses a lot of 418 bytes and some of 417 bytes long frames to get the exact 128k bitrate. For Layer I slot is 32 bits long, for Layer II and Layer III slot is 8 bits long.

	H
	1
	(8)
	Private bit. This one is only informative.

	I
	2
	(7,6)
	Channel Mode
00 - Stereo
01 - Joint stereo (Stereo)
10 - Dual channel (2 mono channels)
11 - Single channel (Mono)

Note: Dual channel files are made of two independant mono channel. Each one uses exactly half the bitrate of the file. Most decoders output them as stereo, but it might not always be the case.


One example of use would be some speech in two different languages carried in the same bitstream, and then an appropriate decoder would decode only the choosen language. 

	J
	2
	(5,4)
	Mode extension (Only used in Joint stereo) 

Mode extension is used to join information that is of no use for stereo effect, thus reducing needed bits. These bits are dynamically determined by an encoder in Joint stereo mode, and Joint Stereo can be changed from one frame to another, or even switched on or off. 

Complete frequency range of MPEG file is divided in subbands There are 32 subbands. For Layer I & II these two bits determine frequency range (bands) where intensity stereo is applied. For Layer III these two bits determine which type of joint stereo is used (intensity stereo or m/s stereo). Frequency range is determined within decompression algorithm.

Layer I and II
Layer III
value
Layer I & II
00
bands 4 to 31
01
bands 8 to 31
10
bands 12 to 31
11
bands 16 to 31
Intensity stereo
MS stereo
off
off
on
off
off
on
on
on


	K
	1
	(3)
	Copyright
0 - Audio is not copyrighted
1 - Audio is copyrighted

The copyright has the same meaning as the copyright bit on CDs and DAT tapes, i.e. telling that it is illegal to copy the contents if the bit is set. 

	L
	1
	(2)
	Original
0 - Copy of original media
1 - Original media

The original bit indicates, if it is set, that the frame is located on its original media.

	M
	2
	(1,0)
	Emphasis
00 - none
01 - 50/15 ms
10 - reserved
11 - CCIT J.17

The emphasis indication is here to tell the decoder that the file must be de-emphasized, i.e. the decoder must 're-equalize' the sound after a Dolby-like noise suppression. It is rarely used. 


Digital Audio signal from decoder
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Left Channel





Analogue Signal





Amplifier





(Optional)





Digital to Analogue Conversion





Header (32)





CRC (0, 16)





Side Information (136, 256)





Main Data: not necessarily linked to this frame
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�  Davis Pan, A Tutorial on MPEG/ Audio Compression, IEEE Multimedia Journal, Summer 1995





� K. Brandenburg, H. Popp, An Introduction to MPEG Layer-3, Fraunhofer Institut fur Integrierte Schaltungen (IIS)





� MPEG Audio Layer I/II/III frame header, � HYPERLINK "http://www.mp3-tech.org/programmer/frame_header.html" ��http://www.mp3-tech.org/programmer/frame_header.html�, 





� � HYPERLINK "http://www.mp3-converter.com/mp3codec/mp3_anatomy.htm" ��http://www.mp3-converter.com/mp3codec/mp3_anatomy.htm�





� � HYPERLINK "http://www.id3.org/mp3frame.html" \t "new" �www.id3.org/mp3frame.html�





� Guy Hart-Davis, Rhonda Holmes, MP3: I didn’t know you could do that, SYBEX Inc, 1999





� � HYPERLINK "http://www.dictionary.com/cgi-bin/dict.pl?term=stereo" ��http://www.dictionary.com/cgi-bin/dict.pl?term=stereo�
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